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As a result of research on ligand efficiency in the pharmaceutical industry, there is greater focus on
optimizing the strength of polar interactions within receptors, so that the contribution of overall size and
lipophilicity to binding can be decreased. A number of quantum mechanical (QM) methods involving
simple probes are available to assess the H-bonding potential of different heterocycles or functional
groups. However, in most receptors, multiple features are present, and these have distinct directionality,
meaning very minimalist models may not be so ideal to describe the interactions. We describe how the
use of gas phase QM models of kinase protein–ligand complex, which can more closely mimic the polar
features of the active site region, can prove useful in assessing alterations to a core template, or different
substituents. We investigate some practical issues surrounding the use of QM cluster models in structure
based design (SBD). These include the choice of the method; semi-empirical, density functional theory or
ab-initio, the choice of the basis set, whether to include implicit or explicit solvation, whether BSSE
should be included, etc. We find a combination of the M06-2X method and the 6-31G* basis set is
sufficiently rapid, and accurate, for the computation of structural and energetic parameters for this system.

1. Introduction

A variety of studies have helped to highlight the important con-
tribution that individual interactions can have on the overall
protein binding energy of a ligand. These include detailed
studies on the characteristic interactions made by a variety of
different functional groups1,2 with amino acid residues, the
characteristics of π–π stacking,3–6 cation–π7 and anion–π8 inter-
actions, halogen bond interactions,9,10 as well as the unique con-
formational preferences of different functional groups.11,12

Indeed, recent analyses of isothermal calorimetry data by Keseru
et al.,13–15 who advocate the assessment of both the enthalpic
and entropic contributions to the binding affinity, have noted
how the focus on entropic gains in potency are not as productive

(i.e., increasing lipophilicity and driving potency through the
hydrophobic effect). Optimization efforts that focus on improv-
ing the enthalpic contribution to protein binding, by directly
improving the polar interactions between the ligand and receptor,
are preferable. In fact, the authors note that the undesirable focus
on entropic potency gains is one of the key reasons for the
increase in lipophilicity and molecular weight of drugs and drug
candidates over time.15 In addition, it helps to explain the obser-
vation that historical drugs generally have lower potencies, lipo-
philicity and molecular weight compared to compounds in
current, or recent development.16,17

In light of the recent focus on ligand efficient molecules,18–23

there now appears to be a greater emphasis on improving the
efficiency of the lead template/series, rather than achieving
potency gains due to addition of lipophilicity. The latter is typi-
cally achieved by filling lipophilic pockets, displacing labile
water, or incorporating extensive non-polar linkers to target more
distant polar interactions, often resulting in questionable overall
gain. This is because the resultant increase in overall lipophili-
city and/or molecular weight to increase potency can have a sig-
nificant detrimental effect on a wide variety of Adsorption
Distribution Metabolism Excretion and Toxicity parameters
(ADMET).24–26

Understanding the interactions between functionality on a
ligand with that in a protein active site is critical to improving
potency in an efficient manner. A more ideal approach is to opti-
mize the available enthalpic interactions present in a template,
with the use of additional approaches to increase potency
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afterwards as needed.13–15 This is not a trivial task, but could be
achieved by leveraging calorimetry binding data and structure
based design (SBD) techniques. The latter technique is exten-
sively used in drug discovery programs with structural data of
the target, to rationally design increases in potency or selectivity
into a lead series. The use of experimental structures derived
from X-ray or NMR, can be used in isolation or in conjunction
with computational chemistry.27 The latter method presents
program teams with a means to rationally design and test new
molecules that can better leverage the interactions and steric fea-
tures present in the protein.

Theoretical models of protein–ligand complexes can be gener-
ated in a number of different ways. Rapid, molecular mechanical
(MM) methods can be used to sample whole protein models
quickly (or over long timescales),28 linear scaling semi-empirical
methods can be used to simulate the whole protein system
quantum mechanically (QM),29–32 or QM/MM methods33–40 can
be used to simulate the active site using QM and the remainder
using MM. Alternatively, smaller, approximate models can be
used at higher levels of QM theory to evaluate particular regions
of interest more rapidly.41–44

Each of the methods discussed above offers distinct advan-
tages in particular circumstances. For example, MM methods are
very quick to evaluate, meaning extensive sampling is possible.
However, non-standard templates, metals or certain interactions
are not ideally described.9,32,45 Semi-empirical QM methods are
relatively rapid, allowing large clusters to be considered or
whole proteins in linear scaling form, but are not considered the
most accurate as a result of the approximate method used.46,47

QM/MM allows the use of accurate QM methods to treat the
important core regions, and take into account longer range
effects using MM, however interactions across the boundary
region can lead to issues.40,48 QM clusters allow the use of very
accurate levels of theory to study the key interactions between a
protein and ligand, however the effect of the surrounding protein
is therefore completely neglected. QM cluster calculations are
nevertheless employed for many tasks including the prediction
of interaction strengths between model ligands and
probes,42–44,49–51 to more complex tasks such as reaction mech-
anism elucidation52,53 and X-ray structure refinement.47,54

In previous reports the authors have investigated the use of
QM/MM methods to study protein kinase-inhibitor complexes,
showing the distinct benefits of this method over traditional
docking in ligand pose scoring.55 A follow up to this study high-
lighted the potential use of this method in aiding refinement of
the active site region where non-standard ligands are present.56

Subsequent investigations were carried out on smaller, but more
rapidly computable QM cluster models, consisting of the ligand
and active site residues that make the key interactions.57 While
this approach neglects the effect of the protein and solvent, it
allows a researcher to assess how optimal the interactions between
the moieties present are, and whether they can be improved.

As illustrated in Fig. 1, if the ligand conformation or inter-
actions in the optimized active site model differ significantly
from the experimental protein–ligand structure: this suggests that
either the conformation/interactions present are not optimal to
make the best possible interactions, due to unfavourable sterics
for example. Alternatively, the structure might change dramati-
cally because the initial ligand parameters used in the refinement

step were sub-optimal. In contrast, a negligible change in struc-
ture without the surrounding protein present suggests that the
enthalpic interactions between the ligand and the key residues
are optimal. Thus, understanding the strength of interactions, and
the preferred conformations adopted by a molecule in a receptor
are important pre-requisites to allow the rational, efficient optim-
ization of a lead series to be performed. A number of methods
are available to predict the strength of interaction of individual
functional groups which can prove extremely insightful in the
design and modification of lead series.41,43,44,49–51

In this work we consider the use of small QM models of
receptors, consisting of the key polar active site interactions,
rather than generic probes. The region selected is not as exten-
sive as used in the approach of Gueto-Tettay, who used residues
within 5 Å of the active site, which, due to the significant size,
necessitates the use of the semi-empirical PM6 method.41 Here
we investigate smaller, yet more interaction relevant active site
models. We are not, per se, interested in predicting the much
more challenging absolute binding free energy,28 rather, the goal
is to determine whether such methods could be used to assess
the relative interaction strength of inhibitors with key polar
elements of a receptor, with the view to using them to rapidly
assess alternative modifications of lead series to improve the con-
tribution to enthalpic binding.

For these initial studies, we have employed the cluster based
approach using a variety of conditions to understand the impact

Fig. 1 An illustration of how QM active site models could be
employed to aid in the optimization of the enthalpic contribution to
overall binding energy. In case (a), a negligible change in the structure
occurs on optimization suggesting the interactions present are optimal,
since when the protein is removed they do not change dramatically. In
case (b), the ligand conformation changes dramatically on optimization
suggesting (1) the polar ligand interactions are not optimal and should
be improved by alteration of the template substituents or (2) the refined
ligand coordinates obtained from the experimental structure were sub-
optimal.

7054 | Org. Biomol. Chem., 2012, 10, 7053–7061 This journal is © The Royal Society of Chemistry 2012
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of the choice of methods in such assessments. We have
attempted to quantify the effect of using different methodologies
on a set of cluster models generated from a set of 8 PDB struc-
tures we have previously reported on (Table 1). We consider a
number of different factors in this study, including; (a) the
choice of model system (i.e., a QM active site model containing
the key residues), (b) the choice of QM method (i.e., semi-
empirical, density functional theory or ab-initio), (c) the size of
the basis set, (d) should solvation be included, (e) should basis
set superposition error be considered when assessing binding
energies.

2. Computational procedures

Crystal structures of the 8 protein-kinases listed were down-
loaded from the RCSB protein databank (www.rcsb.org)
(Table 1). These structures were chosen such that the ligands
only made polar interactions with the three amino acid residues
that constitute the “hinge” region (i.e. no water mediated inter-
actions were present). For a detailed description of the structural
features of the protein kinase target class, see ref. 77.

The 8 truncated protein models consisted of the backbones of
the 3 hinge amino acids involved in binding the adenine portion
of ATP. The amino acid sidechains were replaced by hydrogen
atoms. The QM representation used in this study is exemplified
in Fig. 2 and has been employed by both us and others to eluci-
date aspects of non-bonded interactions in kinase-inhibitor com-
plexes.57 The Cα atoms of the truncated amino acids were frozen
during geometry optimization.

Geometry optimization of QM models was performed using
Gaussian 0358 at the following levels of theory: MP2/6-31+G**,
M06-2X/6-31G*, HF/6-31G*, HF/3-21G, AM1. These span the
time-consuming, to very rapid methods. M06-2X is an increas-
ingly popular, newer, DFT method that has performed better in
recent benchmarking studies than the more common B3LYP
method.59–61 For the purpose of comparison, a purely MM based
approach was also investigated, consisting of the CHARMm
force field as implemented in Discovery Studio 2.5 with empiri-
cally derived Momany-Rone atomic charges.62 The effect of
including an implicit solvent model of water was also investi-
gated for the M06-2X/6-31G* and HF/3-21G models using a
polarizable continuum model (PCM).

Table 1 Kinase-inhibitor structure used in this study. Reported are the PDB ID, inhibitor structure, resolution, kinase target, target pIC50 and a
description of the H-bonds mediated with the hinge. Outer (O), central (C) and inner (I) HBs correspond to those defined in Fig. 1. CH refers to a
short interaction distance between a carbonyl group of the hinge and a CH hydrogen atom of the inhibitor

PDB ID Inhibitor Resolution Target Activitya H bond pattern

1PXJ68 2.3 CDK2 IC50 = 6.5 uM68,69 O(CH), C, I

1W7H70 2.2 P38 IC50 = 1300 uM71 O(CH), C, I

2BHE72 1.9 CDK2 IC50 = 2 uM72 O, C, I

2C5O69 2.1 CDK2 Ki = 6.5 uM68,69 O, C, I(CH)

2UVX73 2.0 PKA-B IC50 > 100 uM O(CH), C, I

2UW374 2.2 PKA-B IC50 = 80 uM C, I

2VTA75 2.0 CDK2 IC50 = 185 uM75 O, C, I(CH)

3DND76 2.3 CDK2 IC50 = 16 uM76 O(CH), C, I

a SD in activity <1 log unit which means the binding energies of these molecules differ no more than 1.4 kcal mol−1 on average.

This journal is © The Royal Society of Chemistry 2012 Org. Biomol. Chem., 2012, 10, 7053–7061 | 7055

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

C
al

if
or

ni
a 

- 
Sa

n 
D

ie
go

 o
n 

01
 S

ep
te

m
be

r 
20

12
Pu

bl
is

he
d 

on
 2

9 
Ju

ne
 2

01
2 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
2O

B
25

65
7F

View Online

http://dx.doi.org/10.1039/c2ob25657f


Computed interaction energies were obtained by subtracting
the energy of the optimized, isolated ligand, and protein acid
model, from the energy of the complex. In addition, the effect of
correcting the energies for basis set superposition error (BSSE)63

was considered (counterpoise correction) for the M06-2X/
6-31G* and HF/3-21G models.

3. Results and discussion

We have evaluated a number of different methodologies that can
be used to generate small QM models of the polar active site
interactions found within typical protein ligand complexes. This
was done in order to understand how ideal the polar interactions
are in the absence of the extended protein environment, and
discuss their suitability in terms of their RMSDs, in addition to
analyzing H-bond distances and how they compare to their cor-
responding X-ray structures. It should be noted that minor
changes in the distances and angles of a particular interaction
can result in subtle differences in the positioning of a ligand
within an active site pocket, and which in turn may significantly
affect the choice of substituents, or where additional growth is
considered.

A benefit of using such easy to construct, albeit approximate
models, is that we can rapidly evaluate how ideal the interactions
are between the polar active site features and the ligand. As dis-
cussed above, deviations in the interactions or binding confor-
mation on removing the extended protein might suggest that the
ligand binding mode is either sub-optimal due to high confor-
mational strain or sub-optimal polar interactions due to steric
constraints imposed by the extended protein, or potentially due
to sub-optimal refinement.64,65

As discussed in our previous study,57 where we earlier
reported the results at the MP2/6-31+G(d,p) level for this
dataset alone, we found both of the scenarios above had
occurred. Briefly, models for 3DND, and 1W7H, in particular,
showed dramatic differences between the QM optimized models
and X-ray results. Rotation of the non-polar benzyl and benzy-
loxy groups in the two complexes, respectively, led to lower
energy, preferred conformations (i.e., significant strain energy
present). This also led to a dramatic change in the polar inter-
actions in the case of the former, however this is also likely to be

affected by another factor. In 3DND, the ligand lies in a position
rather distant from the hinge, but on QM optimization, the H-
bonds (and the atypical C–H⋯OvC interaction that is fre-
quently seen in kinases) decrease dramatically.

Other effects were independent of the protein and more likely
due to issues regarding the ligand fitting to relatively poor
density. In 2C5O for example, the pyrimidin-2-amine and thia-
zole group are planar with respect to each other. However, on
optimization the groups adopt a more a plausible angle of ∼37°.
Indeed, the same ligand was also found in the structure 1PXJ
where it displayed an angle of 39°, apparently confirming that
the refinement process led to the former result.

Furthermore, unusually short and long H-bond distances were
observed in 2BHE, 3DND, 1PXJ and 2C5O. In particular 2BHE
displays a very short H-bond to the central H-bond acceptor that
on optimization increases to approximately 1.8 Å. In addition,
2C5O displays a very short C–H⋯OvC bond (∼2.0 Å), which
increases to the more realistic value (∼2.4 Å) from an analysis of
known kinase X-ray structures sourced from the PDB databank.
These results also suggest that less attention was spent assessing
the chemical accuracy of the interactions in question, compared
to the empirical fitting to the density, which in these cases is not
ideal.64–66

It should be noted that the resolutions of the X-ray structures
used here are typical of those used in SBD studies (∼1.9–2.3 Å).
However, those studied are not necessarily at an ideal standard to
compare theoretical results to. This is because the structures are
(a) not completely representative of a protein–ligand complex in
solution, at 37° and (2) that the atomic coordinates that have
been derived are not error free.36,64–66 Indeed, these structures
typically lack any information regarding hydrogen atom posi-
tions, and sometimes contain poorly positioned ligands,
especially in cases where inhibitors are non-standard,66 or only
weakly potent.64 We therefore also make reference to higher reso-
lution experimental structural data taken from comparable inter-
actions57 found in the Cambridge Structural Database (CSD)
(www.ccdc.cam.ac.uk/products/csd). This contrasts to compara-
tive studies by others who have used the original electron
density as a reference.65

3.1 Effect of methodology of QM active site structures

For molecular systems of the size employed here, the MP2/6-
31+G(d,p) calculations are resource intensive, requiring days per
complex to optimize on Intel Core i7 workstations. Thus, even
these calculations might be prohibitive when used in SBD exer-
cises, or in support refinement studies. In typical SBD appli-
cations, multiple template modifications or alternate substituents
may require evaluation, and the use of less computationally
expensive methods may therefore be warranted. For example, if
10 alternatives to the heterocyclic template were considered, and
another 10 modifications in terms of the points substitution, or
substituent types, 100 different calculations would be required.
A solution would be to employ DFT, semi-empirical method, or
MM based methods in such studies. We have therefore investi-
gated the use of a number of different methodologies for use in
probing active site models, ranging from the very slow (MP2/6-
31+G(d,p)), to the very fast (AM1 and CHARMm calculations).

Fig. 2 An illustration of the QM model used in this study. The polar
interactions of the proteins are denoted using the backbone atoms of 3
amino acids that constitute the hinge region. The amino acids sidechains
were removed and replaced by hydrogen atoms. The AA chain was ter-
minated one SP3 carbon atom after the nearest amide heteroatom. All
atoms in the calculation were flexible except for the Cα atoms (denoted
with a ball representation).

7056 | Org. Biomol. Chem., 2012, 10, 7053–7061 This journal is © The Royal Society of Chemistry 2012
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A summary of the structural results obtained in this study is
presented in Fig. 3 and 4, and the ESI Table S1.† We present the
results in terms of the H-bond interaction distances from the
different models and also the RMSD to the original X-ray co-
ordinates (Fig. 3). We can also compare these distances to bench-
mark values obtained from a search of high resolution kinase
X-ray structures containing heterocyclic inhibitors, and comparable
interactions in high resolution, small molecule crystal structures.
We observed that there is a general trend toward lower mean
RMSDs with the increasing accuracy of the computation method
used (Fig. 3a). However it is clear that the MP2 based results do
not show the best agreement with the original X-ray results.
Although the X-ray structures are not ideal standards, a general
trend to lower RMSDs is still expected to be a reasonable
measure of computational success, at least up to a point. A
further measure that one can use to assess the overall quality of
the method is the predicted interaction distances.

As a result of the ∼2.0 Å resolution of the X-ray structures,
and the lack of hydrogen information (atoms were added using

the AMBER forcefield57), the X-ray structure derived distances
are not ideal. We also make reference to distances derived from
comparable high resolution small molecule crystal structures.78

We can compare these values to (a) the mean value from the 8
X-ray structures used here, (b) the mean over comparable, high
resolution structures reported in the PDB (c) and the mean dis-
tance between a heterocyclic nitrogen and an amide based on
those reported in the small molecule Cambridge Structural Data-
base (CSD).57 In Fig. 3b it can be seen that the average distance
between the ligand hetero-atom and the hinge H-bond donor,
generally improves with increasing level of theory, albeit with
the MP2 based method again being an outlier. AM1, CHARMm
and HF/6-31G* show mean values higher than the mean of the
original X-ray complexes, or benchmark values taken from the
CSD and PDB sources. In contrast, the MP2/6-31+G**, M06-
2X variants and HF/3-21G variants show lower means than the
mean of the original X-ray complexes, or benchmark values
from the PDB. Apart from the MP2/6-31+G** set, the mean
values are very close to the values obtained from the CSD refer-
ence set suggesting the models here have lost a degree of their
kinase character. These results also show that the neglect of the
protein environment generally leads to a greater association
between the protein model and the ligand. For the MP2 based
result the effect is even more pronounced suggesting that the
increased accuracy of the method is not beneficial since the
structures deviate more significantly from those in the protein
environment. Note, this does not mean that isolated QM active
site models have no value in SBD. Indeed, if this was the case
then data from the CSD would probably not prove useful in
design efforts.78 The value of a simplified QM model is that it
represents the best case interaction between the moieties con-
cerned, without external electrostatic or VDW constraints.
Alteration of the real ligand in the protein environment, so that it
can adopt the preferred low energy conformation observed in the
gas phase, may help to maximise the intermolecular interaction.

Looking more broadly at the structural results, we can see that
the trends identified using the computationally demanding MP2/
6-31+G**,57 are reproduced using the M06-2X methods and
both HF 3-21G based models. AM1 and CHARMm models
have generally larger, but also much more variable, distances
between the ligand and protein hinge model compared to the
other methods, and experimental benchmark values.57 This is
perhaps unsurprising in that rigorous charge derivation for MM
methods is reported to be needed, or additional terms added. In
addition, AM1 semi-empirical methods are being superseded by
the newer PM6 variants, as well as PM6 with additional customi-
zation.46,54 HF/6-31G* models seem to systematically underesti-
mate the association compared to the M06-2X and MP2 based
models. The inclusion of water solvent was also investigated
using an implicit PCM solvent model. The M06-2X/6-31G* and
HF/3-21G models were reoptimized using the PCM model. The
results in Fig. 3 show that the mean RMSD and central H-bond
interaction at the hinge are slightly lower compared to the related
gas phase optimization. Given the considerable computational
overhead, such treatment may not therefore be warranted, at least
in terms of an assessment of the structural features.

The results reported here indicate that the structures obtained
can vary noticeably depending on the method used. Validation
of the method for the system under investigation should be

Fig. 3 (a) Plot of the mean RMSD of the optimized gas phase models
to the original X-ray structures and (b) a box plot summary of the central
hinge H-bond interactions. 1Taken from analysis of PDB kinase com-
plexes. 2Taken from analysis of CSD small molecule interactions.

This journal is © The Royal Society of Chemistry 2012 Org. Biomol. Chem., 2012, 10, 7053–7061 | 7057
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undertaken to ensure that the method can reliably account for the
interactions present within the system in question. These results
show that relatively rapid methods could be used to assess inter-
actions of non-charged heterocycles. In particular, the well

validated M06-2X method with a modestly sized basis set, gave
optimized structures with both the lowest RMSDs, and inter-
action distances closest to benchmark values, at relatively
modest computational expense.

Fig. 4 A comparison of the H-bond distances obtained from 8 theoretical models and the original X-ray coordinates.

7058 | Org. Biomol. Chem., 2012, 10, 7053–7061 This journal is © The Royal Society of Chemistry 2012
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3.2 Effect of methodology of QM interaction energies

An additional application of QM cluster models is in the compu-
tation of enthalpies of binding. The goal of such a method is not
to compute a realistic binding free energy, rather it is to try and
assess the strength of polar interactions between a molecule and
a probe (or active site representation in our case). For example, a
number of methods are available to assess the H-bonding poten-
tial of different heterocycles or functional groups.41,43,44,49–51

The basis of such methods is that substituents or frameworks that
have the optimal potential to interact with the polar features of
an active site should lead to greater binding. However, in most
receptors multiple features are present which have distinct direc-
tionality, meaning simple models may not be so ideal to
compute interaction energies. The use of a model more closely
mimicking the polar features of the active site might prove
advantageous in assessing alterations to a core template, or
different templates completely.

It is not expected that simplistic enthalphies will correlate
strongly with the experimental free energy related parameters
such as the Ki or IC50, especially for such a diverse set of tem-
plates, across a range of protein kinases, as sampled in this
study. Indeed, in this study it should be noted that the dataset
chosen here consists of molecules with moderate to low potency
for their particular kinase (Table 1). The observed standard devi-
ation of 0.6 log units corresponds to just a 0.91 kcal mol−1

difference in energy according to the Arrehnius equation, which
is below the accuracy of many theoretical methods. Thus, even
in the best case scenario, a correlation between the predicted
interaction energy and the activity would not be expected
(especially since the contribution of hydrophobic effects also
need to be considered in any evaluation). Nevertheless, in this
study we are interested in examining the magnitude of the differ-
ences in interaction energies for the different methods assessed,
as each method treats H-bond interactions, bond lengths and
angles etc. to different degrees of accuracy. These differences
will have a dramatic effect on the rank ordering, which is
especially pertinent if used in a design setting. For example,
diffuse functions are suggested in cases where negative charges
are present as delocalized can occur within the higher orbitals.
The presence of halogen bonds necessitates additional para-
meters for PM6, and will be poorly described using MM
methods for example.9

It is important to note that the MP2/6-31+G** energies are
the most rigorous that have been obtained here. However,
the optimized geometries deviate slightly more from the X-ray
coordinates than those from M06-2X for example. Nevertheless,
they are expected to be the most suitable here in terms
of describing the interactions and conformational energies in
the systems under investigation. Thus, we compare the inter-
action energies of all methods to these benchmark values
(Table S2†).

The correlation between the energies obtained at the MP2/6-
31+G**, M06-2X/6-31G*, HF/6-31G*, HF/3-21G, AM1 and
CHARMm are reported in the ESI (Fig. S1†). The MP2/6-
31+G** energies correlate well with those at M06-2X/6-31G*
(r2 = 0.74) and HF/6-31G* (r2 = 0.83). Methods such as HF/3-
21G and AM1, relying on smaller basis sets, do not correlate as
well, with r2′s of 0.54 and 0.36, respectively. The CHARMm

based energies show no correlation with the MP2 based results,
or any other QM measure.

Also investigated was the effect of BSSE, a common artifact
in QM calculations that can lead to inaccurate interaction ener-
gies. BSSE arises due to orbitals in the combined complex,
which have negligible overlap, and can in fact lead to a lowering
of the overall energy in the combined complex compared to the
isolated components. This effect can be removed in the QM cal-
culation of each individual component by including the ghost
orbitals of the other component. The results from BSSE calcu-
lations at the M06-2X/6-31G* and HF/3-21G models are
reported in the ESI (Fig. S2†). The correlation between the
BSSE corrected energy and the uncorrected value for HF/3-21G
displayed an r2 of 0.74, while the value for the calculation at
M06-2X/6-31G* level was 0.97. The effect of a common solvent
model (PCM) was also investigated for both the M06-2X/6-
31G* and HF/3-21G models, and these results are also reported
in Fig. S2.† The M06-2X results including a PCM solvent
model of water correlates only moderately well with the gas
phase energies (r2 = 0.57) while those at the HF/3-21G level
display an r2 of just 0.27. These results also highlight the dra-
matic effect the inclusion of solvent can have on the rank order-
ing for a given method.

The overall correlation between the different energies can be
appreciated more clearly using principal components analysis
(PCA). PCA is a method for identifying small numbers of corre-
lated, orthogonal components for a dataset containing many
descriptors. The QM energies (descriptors), and the kinase QM
models (observations), that show a high degree of inter corre-
lation will be located in the same region of component space on
the combined scores/loadings bi-plot. In this case, a two com-
ponent model can describe over 80% of the total variation in the
dataset of 10 descriptors and 8 observations (Fig. 5). The

Fig. 5 PCA loadings bi-plot highlighting the inter-correlation between
the different computed energies. The 2 component model describes 82%
of the total variation (66 and 16% respectively for components 1 and 2)
in the 10 energies computed for the 8 different model proteins.
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combined loading/score plots show that all of the QM energies
display a significant degree of correlation on component 1, as
can be seen by their large positive loading. The CHARMm
based result correlates poorly with the QM results, since it is
located close to the origin on component 1. On component 2,
the HF/3-21G PCM, AM1, M06/6-31G* PCM and the
CHARMm model deviate more significantly from the other com-
puted energies as can be discerned from their more positive
loadings.

These results appear to suggest that the use of a moderately
sized basis set, such as 6-31G* is preferred, especially as the
effect of BSSE is minimal. The fact that the M06-2X method
gives energies close to those of MP2/6-31+G**, and also good
geometries (unlike HF/6-31G* for example which also correlates
well), suggests it may be a preferred method to compute inter-
actions energies. However, given the impact of the implicit
solvent correction on the energies, it may also be beneficial to
evaluate this term given its possible impact on rank ordering.

4. Conclusions

A number of methods are available to assess the H-bonding
potential of different heterocycles or functional
groups.41,43,44,49–51 The advantage of such methods is that sub-
stituents or frameworks that have the potential to more effec-
tively interact, will presumably lead to greater binding efficiency
with a receptor with an opposing feature (assuming it does not
interact with water to a greater extent). However, in most recep-
tors multiple features are present and these have distinct direc-
tionality meaning simple models may not be so ideal to compute
interaction energies.

The use of more representative cluster models, more closely
mimicking the polar features of a specific active site, might
prove advantageous in assessing substituent alterations to a tem-
plate, or different templates altogether. Understanding the
strength of the polar interactions formed between a ligand and
the active site is important if we wish to improve the formers
enthalpic binding efficiency.13–15 Such an understanding would
be beneficial in our attempts to increase the ligand efficiency of
molecules in development and concomitantly improve their
ADMET characteristics.16,67

In this study we have assessed the effect of using a number of
different theoretical methods to optimize QM active site models
of protein kinase–ligand complexes. We employed MP2/6-
31+G**, M06-2X/6-31G*, HF/6-31G*, HF/3-21G, AM1 and
CHARMm methods, and considered the effect of BSSE and the
inclusion of an implicit solvation model. We are interested in the
effect these different choices have on the structures and ener-
getics obtained for the systems in question. The results reported
here on small, active site models, indicate that the structures
obtained can vary noticeably depending on the method used.
Validation of the method for the system under investigation
should be undertaken to ensure that the method can reliably
account for the interactions present within the system in
question.

These results show that relatively rapid methods could be used
to assess interactions of non-charged heterocycles, using the well
validated M06-2X method with a modestly sized basis set,

giving optimized structures with both the lowest RMSDs, and
interaction distances closest to benchmark values, at relatively
modest computational expense. Analysis of the computed ener-
gies shows that a significant degree of correlation exists between
the methods. The effect of BSSE on the rank ordering of the
ligands in this study is negligible with a moderately sized basis
set such as 6-31G*. The effect of PCM was shown to be more
significant and may warrant consideration. The observation that
the M06-2X method gives energies close to those of MP2/6-
31+G**, and also reasonable optimized geometries, suggests it
is the preferred method here for computing interactions energies.

The information derived from such models could be used to
guide the ranking and selection of substituents or heterocyclic
templates to improve their ligand efficiency by maximizing polar
interactions. Alternately small QM models (or more descriptive
QM/MM models47) could be employed to benchmark ligand
conformation and active site interactions which could be used to
guide the refinement of X-ray structures, particularly of low to
moderate resolution. We believe that while such calculations cer-
tainly have limitations, they have a place in SBD applications,
alongside methods such as experimental X-ray structure, CSD
structural analyses, QM/MM calculations of full protein–ligand
complexes, with each offering a different insight into the inter-
actions found within biological complexes.
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